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change the conclusion based on molecular fluid models that a pervasive 

water flux from the subjacent mantle is required to explain island-arc 

carbon emissions by fluid-mediated slab decarbonation. This putative flux 

would deplete the sediment in potassium, limiting the capacity of the 

slab to transport water to greater depth and rendering it refractory to 

melting. 
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Dear Mike: 
 
Thank you for your care of my manuscript. If my revisions are otherwise acceptable, then I would like to 
add Matthieu Galvez as a coauthor. There are many reasons I believe the addition is justified, chief 
among them is that I cannot adequately acknowledge the importance of his motivational role with a 
simple statement in the acknowledgements. Matthieu has read the manuscript and agreed to be a 
coauthor. I apologize for any increase editorial overhead. 
 
My revisions account for most of the comments made by you and Craig. The exception is that I have not 
included benchmark calculations, which are also suggested by the anonymous reviewer. Aside from my 
reluctance to spend time learning how to use other codes, the reason for my stubbornness is that, given 
the demonstrably limited capabilities of other codes, comparisons would need to be done on simplified 
systems. I prefer to highlight the practical capabilities of my own code, which, I am reasonably confident, 
are currently unequalled. The anonymous reviewer also requests more discussion of algorithms. I did not 
accede to this request because, as I mentioned in my original cover letter, for the majority of the EPSL 
readership algorithmic and practical capabilities bear no relationship to each other and it is the latter 
that are of interest. 
 

Neither Craig nor the anonymous reviewer was particularly interested in criticizing my “application of 
scientific interest” and they both observe, and I concede, that the connection is rough. Despite this 
roughness, my opinion is that without an application the paper would be unsuitable for EPSL and that, 
without the algorithm, the scientific application could only be published with needless padding. Re the 
application, two readers of the manuscript, Galvez and Plank, came to perfectly opposed conclusions 
about whether my intention was to advocate or deny slab-melting when in fact it was neither. In an 
effort to avoid such confusion, I have moved the final two paragraphs of the original discussion into a 
“Conclusion” and added an intermediate paragraph to clarify my reasoning.  
 
As things stand, I am fairly certain you were the only reader to have weighed both halves of the paper. 
Therefore, while I do not hope for a negative opinion, I would value it. 
 

Best regards, Jamie.   
 

Cover Letter



Ms. Ref. No.:  EPSL-D-18-00508 

Title: Electrolytic Fluid Speciation by Gibbs Energy Minimization and 

Implications for Subduction Zone Mass Transfer 

Earth and Planetary Science Letters 

 

Dear Jamie, 

 

    Obviously we will publish this paper but the key questions are how 

you make it suitably accessible to the readers. I enjoyed tha 

aplication to subduction zones and the review of C release. My feeling 

is that you could expand the discussion of the lagged speciation 

algorithm to make it more accessible. I got lost between equations 2 & 

3 - I must be misunderstanding something simple here!  

The step between eqs 2 & 3 is clarified by an intermediate equation. 

Likewise line 112 'Regardless of those details, the flaw in this 

method is that if the solvent composition is consistent with the 

specified chemical potentials, as is the case when the chemical 

potentials and solvent composition are obtained by Gibbs energy 

inimization, then finite solute concentrations violate this 

consistency.' is obviously critical - I think I understand what you 

are saying but a more explicit explanation would be good. 

The implication of the flaw, that there is no consistent relationship 

between the computed fluid speciation and bulk fluid composition, is 

now stated explicitly (l 121), which, I hope, also makes the 

transition to the lagged speciation section clear. 

 

Reviewer 1 (Craig) asks for benchmarking/testing - I know the 

subduction zone calculations are meant to do this but perhaps you 

could take a simple system and illustrate how taking into account 

finite fluid solute compositions modifies the results - I sure there 

is room for this. 

I have replaced Figure 1 with a modified version of what was Figure 2, 

and added simple quantitative phase diagram sections as Figure 2. I am 

grateful for the suggestion, which I believe does much to clarify a 

relatively opaque section. 

 

Craig speculates on the conditiosn for algorithmic failure - if he is 

right this summary is a nice statement of the problem - you might 

think of incorporating it. 

I have re-written the section 3.1 entirely, Craig’s statement 

summarizes a necessary, but not sufficient condition for algorithmic 

feasibility. A variant of his statement is incorporated in the revised 

Section 3.1 (last sentence of the first paragraph). 

Revision Notes



 

Reviewer 2 asks for comparison with other codes - my guess from 

reading your  paper is why they don't work relates to mass balence 

with the fluid composition ie the the difference between say doing 

equlibrium calculations with a given set of minerals and calculating a 

pseudo-section? 

Anyway a bit of explanation here might be useful. 

See response to reviewer below. 

 

I will leave it up to you how much revision you undertake but if the 

paper is as important as the reviewers claim it would be well worth 

making it as accessible as possible. 

 

A few minor comments 

 

1st sentence 'Back-calculated speciation designates the calculation of 

the solute speciation of an electrolytic fluid under the assumptions 

of charge balance, equilibrium, known solvent composition, and 

specified chemical potentials. 

 

why not Back-calculated speciation calculates (or is used to 

calculate). 

Changed to “The term ...” to emphasize this is a definition. 

 

Fig 1 - explain colours and figure in caption. 

This request led me to realize that I could not explain the figure and 

ultimately led me to replace Figures 1 and 2 and completely rewrite 

Section 3.1. 

 

Harrison and Sverjensky, 2013)  reference missing from supplementary 

material. 

replaced by Sverjensky et al., 2014. 

 

line 377 an 'at' missing. 

corrected. 

 

best wishes 

mike 

 

 

Reviewers' comments: 

 

 

Reviewer #1: This is an extremely important contribution that deserves 



publication with minor revisions. Integration of aqueous chemistry 

with petrologic computational approaches is a holy grail that is 

finally being realized. The present paper represents a major step 

forward. It builds on previous papers by Galvez et al, which showed 

the possibility and importance of integrating speciation calculations 

with petrologic minimization calculations. However, the Galvez 

contributions were less formally rigorous. Here, Connolly takes the 

methods to the next level by using an iterative energy minimization 

scheme. He applies the results to an important problem for 

illustrative purposes, and extracts useful insights while providing 

essential comparisons to previous results. In general, the paper is 

careful to highlight limitations and potential problems. 

 

The discussion of the conditions for algorithmic failure is essential. 

However, it is worth emphasizing that the cases in which failure may 

occur could be pretty common. In particular, the first case is really 

important. There will be many instances in which an elementis present 

in the solution but not in a mineral; late in the discussion halogens 

are mentioned, but there are obviously more. To what extent is this 

mitigated by solid solution? Formally, any fluid solute must also be 

present in a mineral (or minerals) as well, as required by finite 

equilibrium constants for exchange equilibria with a relevant solid 

solution (albitic feldspar for the case of K, mica or amphibole for 

Cl, etc). Isnt the real problem not with lagged speciation but rather 

the family of solid solution models under consideration? 

This section has been completely rewritten and, I believe, that all 

soluble components must be present among the stable solids is properly 

emphasized. While it is tempting to shift blame from the algorithm to 

solution models, I don’t think it’s fair. The practical reality is 

that solid solution models are incomplete. Moreover, the solubility 

issue is a necessary, but not sufficient, condition for algorithmic 

feasibility. In other words, the algorithm may fail even if all 

elements are soluble in all phases. However, I have added a statement 

(l 180) from which the reader may infer that more complex solution 

models may be helpful. 

 

The second situation is also envisioned to be pretty common, but it 

seems like it is little more than the first problem but just for more 

than two components. For example, q+H2O+f is not a real assemblage, 

but isn't really just a consequence of the inability to put the 

additional component (CaO) in a mineral (wollastonite)? Obviously a 

difference here is that this issue can occur even in highly rock 

dominated conditions, near the q apex in figure 2. 

The explanation of the second situation was not done well. The new 

explanation is not easy to follow, but it is logically complete. I 

hope that the implication of the limitation, that the probability of 



failure increases toward the solid-saturation surface but is not known 

a priori, is clear. Few readers would benefit from a more elaborate 

explanation.  

The exception Craig argues here is incorrect, or rather, he argues a 

case without defining what the rock-dominated limit means. The example 

has been clarified by the identification of the fluid- and solid-

saturation surfaces in figure 1 (formerly figure 2). If the rock-

dominated limit is defined as the fluid-saturation surface, the limit 

restricts to bulk compositions along the CaO-SiO2 join, where the 

stable assemblages may be in equilibrium with fluid but the amount of 

fluid is zero. This is not a particularly useful limit for natural 

systems, therefore in the text I argue that the limit is usefully 

defined as the conditions where the algorithm fails (l 245-250, as in 

the original text).  

 

It might be worth noting that lagged speciation as formulated here is 

optimal not simply in the rock dominated case, but also in the many 

component case. Sort of like MELTS, which is useless for simple 

systems but powerful in compositional space well away from binaries 

and simple ternaries. That is, using Fig 2a as the example, not just 

near the wo-q join, but also away from the wo and q apices. 

This is incorrect argumentation because it ignores the consequences of 

compositional degeneracy. Fig 2a illustrates a calculation in the 

simple binary SiO2-H2O. It is true that complexity does have a 

stabilizing influence, but that is essentially Craig’s first point.  

 

The transition from computational background to application is a big 

transition (lines 198-200). There is essentially no benchmarking or 

testing. While the real testing is the dataset against experiments, 

and thus not the responsibility of this paper, it would still be worth 

demonstrating that the new framework returns numbers that are 

identical to the dataset. Especially given that DEW is calibrated 

based on Berman 92 minerals rather than Holland and Powell. This could 

go in the appendix, and could serve in addition to confirm how little 

this choice of mineral data set actually matters. 

I know that Craig has done both types of comparisons, but in my 

opinion such a comparison is only of interest if it shows that there 

is something wrong, in which case I would not attempt to publish the 

result. 

I have verified implementation of the data against the DEW speadsheet 

calculator so I am confident the equation of state is correct. The 

program (Perple_X) outputs the partial molar Gibbs energies, 

molalities, activities, etc, so the interested user can verify that 



the results correspond to an equilibrium and compare it to the output 

of other calculators.  

 

It is true, that comparison of results calculated with EQ3 would be of 

some technical interest in that it would demonstrate that both 

programs converge to the same equilibrium from much different starting 

points. However, as solid solution models are implemented in EQ3 such 

convergence would hardly be surprising.  

 

I have added a comparison (Figure A.1) that illustrates the effect of 

the condensed phase thermodynamic data (i.e., Holland vs Berman) to 

the appendix. As Craig anticipates, and likely knew in advance, it is 

uninteresting.  

 

The DEW model is stated be applicable only to 6 GPa. Extension to 

higher pressures needs to be discussed, presumably best done in 

appendix. 

There is not much to discuss, most of the solute data is based on 

primitive linear correlations, and the dielectric constant is roughly 

a measure of solvent density. As the solvent density varies smoothly 

with pressure and temperature, it is not implausible to expect the 

model can be extrapolated. This point is now made in the appendix.   

 

Minor tweaks: 

Line 16: subducted not subduction 

corrected 

 

19: why "putative"? 

because the extent of the slab serpentinization is not established 

and, I personally, am doubtful that it generates a pervasive flux 

through the crust. My reasons for “putative” are elaborated in final 

paragraphs of the “conclusion” (formerly the end of the discussion).  

 

34: omit "Galvez et al" 

corrected 

 

79: consider adding citation to Galvez et al or adding a topic 

sentence to improve clarity. It is not immediately obvious that the 

purpose of this section is to compare/contrast back calculation to 

lagged speciation. But obviously one figures it out eventually 



Citation added, the intent of the section is/was specified in the 

previous paragraph. 

 

85. …amount of component j in i and… 

the list was/is preceded by “for species i:” 

 

93. I am probably missing something but seems like the ratio of 

charges should be q(i)/q(k), not q(k)/q(i) 

Corrected. 

 

98. …T is absolute temperature… 

Changed.  

 

111-112: Regardless of the details of the back-calculation method, it 

is inexact. If the solvent… 

Changed, but “flaw” retained. Inexact is ambiguous, the method may be 

an excellent approximation, the problem is that the method is 

inconsistent with its assumptions and, in essence, this introduces a 

path dependence to the result. 

 

140-144: Will this be important for mass balance of important species 

present as both solvent components and ionic solutes, e.g., carbon and 

sulfur? Would be worth minor elaboration 

 

Unchanged. Any inconsistency in the activity models is potentially 

important, but evaluating the importance requires a consistent model 

for comparison. Consistent models are available for some simple 

chemical systems. The intent here is to treat chemically complex 

systems where, at present, no formulation exists that is both 

practical and consistent. The present treatment is in any case better 

than the common practice of assuming solvent species activities are 

independent of solute chemistry.  

 

152: result, convergence (add comma) 

Corrected. 

 

163: no "a" in figure 1, line is purple not blue 

 



The figure has been deleted. i would argue the color was blue, but to 

avoid any ambiguity i have changed the “blue” to what is technically 

in “cyan” in the new figures 1 and 2.   

 

186: iterations there ARE from the algorithmic perspective 

Corrected. 

 

189: system's 

Reworded to avoid the possessive for an inanimate object.  

 

191: something is missing. The examples don't illustrate the rock 

dominated limit, but rather with the need to work near that limit, or 

whatever.  

Reworded as “problems that arise beyond the rock-dominated limit” 

 

195: Gibbs energy minimization procedure is 

Corrected. 

 

204: lithologies are heterogeneous; rather than (semi colon not comma) 

Corrected. 

 

200-210: GLOSS has been updated by Plank (2013). Syracuse et al (2010) 

is almost universally used to compare and contrast subduction 

geotherms. Is there a reason to avoid these more recent works? 

I was under the mistaken impression that GLOSS and GLOSS-II had the 

same major element chemistry. They do not, but they do not differ 

within the stated error; therefore, to avoid the unpleasantness of 

redrafting the figures I have retained GLOSS.  

Syracuse et al. (2010) is a set of geotherms for ~50 subduction zones 

computed by the same method, and the same quality of input data, as 

used by Ruepke et al. (2004). They do not identify a representative 

global model, thus there is no reason to prefer the work. The text now 

observes (Section 4.1, final paragraph) that the Ruepke geotherm is at 

the cool end of the Syracuse et al. spectrum. As such, the Ruepke 

geotherm represents a best case scenario for sub-arc C dissolution.  

 

 

243: …only the four dominant solvent-molecule species… 



Corrected. 

 

247: …and to inform understanding of the devolatilization process. 

Corrected. I guess “inform understanding of” is less pompous than to 

understand.  

 

313: …during subduction, such models… 

Corrected. 

 

317-318: this is because almost all Al is in polymerized species for 

which there are no current thermodynamic data (Manning 2007, 2010, 

2018 Annual reviews of earth and planetary sciences). 

This point was made in the discussion. Manning (2007, 2010) cited 

there are now repeated at this location. 

 

337: …solvent model does not… (no comma) 

Corrected. 

 

378: …the slab at pressures… 

No change. “...the slab is at pressures...” seems correct to me. 

 

--Craig Manning 

 

 

 

 

Reviewer #2:  

 

 

 

This manuscript consists of two parts that are not really tightly 

related to each other. One part describes a back-calculation "lagged 

speciation" approach to compute aqueous speciation in equilibrium with 

a rock mineral assemblage in a wide range of temperature and pressure 

conditions (section 2) and its algorithmic limitations (Section 3). 

Another part is devoted to petrological analysis of large-scale 

decarbonatisation and K-depletion processes in subduction zones with 

some inferences on CO2 mass fluxes into the upper Earth crust from 

subducted lithospheric slabs. The discussion topics and conclusions 



formulated by the author are subject to scientific discussion and 

cannot be praised or criticised in the context of criteria of 

acceptance for publication. In fact, the level of this paper, 

technical details and data, quality of figures, logics of the 

discussion and English style are all high enough for a publication 

aimed at triggering and/or contributing to 

discussion of CO2 fluxes and fate in the global tectonically-driven 

turnover of the Earth crust.  

It’s not clear to me where the reviewer is heading with these 

comments. He doesn’t seem particularly happy with paper as it is (and 

I can see his point) yet his final sentence seems to be an 

endorsement. He is correct that the application is not tightly tied to 

the presentation of the algorithm and it worries me that it will be 

lost as a consequence. But the loss will be, I hope, mine rather than 

the reader’s.   

 

There is one aspect of the first (methodical) part of the manuscript 

that needs commenting and elaboration. The author describes the 

"lagged speciation" algorithm (a generalization of their earlier 

"back-calculation" method) in which the calculation of equilibrium 

speciation begins with the system involving all solid phases and the 

aqueous fluid without solutes. Then the amounts of solutes are 

estimated and added to the mass balance at the next stage, repeated 

until convergence. For rock-dominated systems, this non-rigorous 

scheme mirrors the one used in LMA algorithms (MINEQL, PHREEQC, 

CHILLER, etc.) for water-dominated systems, where the initial 

calculation of equilibrium speciation is performed without including 

minerals to the mass balance, then the saturation indices are 

estimated for all minerals, and the most oversaturated one is added to 

mass balance, the hole process repeated until no oversaturated 

minerals are left in the list. As discussed in (Leal et al. 2017), 

canonical Gibbs energy minimization GEM methods do not require such 

non-rigorous iterative procedures because they can solve the complete 

heterogeneous equilibrium state in one run, even without a good 

initial guess (in this case a Simplex feasible initial guess is 

automatically obtained). GEM codes (e.g. ThermoCalc, FactSage, GEMS, 

HCh), some available open-source, could  be used in calculations 

pertinent for the second part of the title manuscript.  

 

This statement is exactly the difficulty I described in my original 

cover-letter. The reviewer is technically correct, but the operative 

word in his statement is “could”. ThermoCalc and FactSage are 

commercial variants of one of the first optimization codes 

(SOLGASMIX). There is no question that the commercial versions of 

SOLGASMIX can handle the kinds of order-disorder models that are now 

common in petrology. However, these codes are applied to simple 



chemical systems and, so far as I am aware, it remains to be 

demonstrated that they perform as well in complex chemical systems. 

Aside from the commercial aspect of these codes, they do not implement 

petrological models or, for that matter, models for high pressure 

aqueous solutes. HCh is a commercial black box, but is targeted at 

earth science applications. I can find no publication that suggests it 

has the capacity or to treat petrological models. Of the codes listed 

by the reviewer only GEMS is open source. Five years ago I was asked 

by people working on GEMS for assistance in implementing petrological 

order-disorder models. At the conclusion of that episode I was told 

that order-disorder models could not be implemented. I am inclined to 

believe that failure reflected competence rather than any algorithmic 

limitation. However, regardless of that possibility, I can find no 

evidence from recent publications that such models or, for that 

matter, the DEW solute model/data, have been implemented in GEMS. 

 

When reading it, the reader becomes progressively unsure why the 

author used the "lagged speciation back calculation" procedure in 

favour of rigorous GEM codes. Also, no benchmarks with GEM codes were 

described that would show pros and cons of both groups of methods. If 

the argument was to extend the Perplex code family with aqueous 

equilibria, this could be discussed more explicitly.  

 

In fact, I have done my best to make the reader unsure. My hope is 

that that insecurity will encourage the reader to examine and compare 

alternative possibilities. Because of the practical limitations I 

mention above, benchmarks would require the presentation of 

calculations in simplified model systems of little petrological 

interest. Given the limits on paper length and, more importantly, the 

patience of the readership I prefer to use that aliquot of patience on 

a petrologically relevant problem.  

 

Overall, my recommendation to the author, who is one of the most 

respected experts in his field,  is to undertake a minor revision 

where to 

summarise  the arguments in favour of his choice of computational 

methods and tools in the context of comparison with LMA and canonical 

GEM methods and the Perplex (discretisation +Simplex method- based 

algorithm). This would reduce possible confusion for the reader, and 

increase the impact of this interesting paper. 

 

The anonymous reviewer has a much better understanding of optimization 

methods than I do and I do not question the legitimacy of any of the 



issues that he raises. However, his suggestion that I contrast lagged-

speciation with other algorithms again raises the dilemma I mentioned 

in my original cover letter. To wit, there is no disputing there are 

superior algorithms, and that these are implemented in various codes, 

but these codes do not necessarily have superior practical 

capabilities. For the great majority of the EPSL readership the issue 

of importance is not whether a code is based on a superior algorithm, 

rather it is the capabilities of the code. Therefore I disagree with 

the reviewer’s opinion that a discussion of algorithms would enhance 

the impact of the paper. To the contrary, I believe such a discussion 

is likely to repel readers. To ease my conscience about only 

mentioning robust algorithms in the discussion, I have added a 

sentence at the end of the opening paragraph to alert the reader (the 

Karpov et al. reference is the basis for GEMS). 

 



Highlights: 

 Electrolytic fluid speciation is implemented in a Gibbs energy minimization code. 

 Dissolution increases C-solubility two-fold compared to molecular fluid models. 

 Infiltration-driven decarbonation desiccates the crust by K-depletion. 

 Sulfides become soluble by the reduction of carbonate to diamond at ~6 GPa. 
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Abstract  11 

The number of solute species required to describe the thermodynamic behavior of electrolytic 12 

fluids is a hindrance to the incorporation of aqueous geochemistry in petrological Gibbs energy 13 

minimization procedures. An algorithm is developed to overcome this problem. Beginning from 14 

the solute-free limit, chemical potentials, and phase stability are determined by minimization, the 15 

solute speciation and bulk fluid properties consistent with these chemical potentials are then 16 

computed and the procedure repeated until the chemical potentials converge. Application of the 17 

algorithm to a model for metamorphism of subducted sediment shows that accounting for solute 18 

chemistry does not change the conclusion based on molecular fluid models that a pervasive 19 

water flux from the subjacent mantle is required to explain island-arc carbon emissions by fluid-20 

mediated slab decarbonation. This putative flux would deplete the sediment in potassium, 21 

limiting the capacity of the slab to transport water to greater depth and rendering it refractory to 22 

melting. 23 

 24 
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 27 

1. Introduction  28 

Gibbs energy minimization is applied to a broad spectrum of geochemical and petrological 29 

problems (Leal et al., 2017). In geochemistry the focus of these applications is usually modelling 30 

reactive transport (Wolery, 1992; Bethke, 1996), whereas in petrology the focus is predicting 31 

phase stability (DeCapitani and Brown, 1987; Connolly, 2009). This disparity has led to a 32 

situation in which many geochemical codes account for complex fluid chemistry, but seek only a 33 

local equilibrium solution, whereas petrologic codes seek a costly global solution that limits their 34 

ability to treat the complex fluid chemistry. As a means of bridging this gap Galvez et al. (2015; 35 

2016) use phase equilibria computed by Gibbs energy minimization assuming a solute-free fluid 36 

to back-calculate solute chemistry. This method accurately estimates solute chemistry provided 37 

the solute mass is small compared to the total mass of the system, but is not well suited for 38 

reactive transport problems because the phase proportions and bulk fluid chemistry are not 39 

rigorously determined. The present work improves on this method by incorporating back-40 

calculated fluid chemistry in an iterative Gibbs energy minimization procedure referred to here 41 

as lagged speciation. It should be remarked that there are completely robust geochemical codes 42 

(Harvie et al., 1987; Karpov et al., 2001), which, at least in principle, are capable of treating 43 

petrological models. 44 

 45 

The utility of the lagged speciation algorithm is demonstrated by a model for devolatilization of 46 

subduction zone sediments. This problem has been made tractable by the Deep Earth Water 47 

(DEW) model for electrolytic fluids (Sverjensky et al., 2014), which extends the Helgeson-48 

Kirkham-Flowers (HKF) formulation (Shock et al., 1992) for aqueous species to high pressure 49 

conditions. Although a number of studies have considered the implications of the DEW model 50 

for fluid-dominated subduction zone chemistry (Facq et al., 2014; Sverjensky and Huang, 2015; 51 



Tumiati et al., 2017), the present focus is the rock-dominated limit appropriate in systems where 52 

the fluid is generated by devolatilization. This limit was investigated by Galvez et al. (2015) 53 

using a variant of the DEW model. The distinction between the DEW model and the Galvez et 54 

al. (2015) variant, is that in the DEW model the solvent is H2O and molecular volatiles are 55 

treated as solute species, whereas in Galvez et al. (2015) the solvent is a mixture of molecular 56 

volatiles. Both approaches are compared.   57 

 58 

Subduction zone devolatilization is topical because of its potential role in various global element 59 

cycles. The observation, based on simple sub-solidus phase equilibrium models (Kerrick and 60 

Connolly, 2001ab) that carbonates persist within subducted slabs beyond sub-arc depth has 61 

motivated alternative hypotheses to explain extensive slab decarbonation. These hypotheses 62 

include: infiltration-driven decarbonation (Connolly, 2005; Gorman et al., 2006); C transfer by 63 

entrainment or diapirism (Dasgupta et al., 2004; Behn et al., 2011); slab-melting (Poli, 2015; 64 

Skora et al., 2015); or near-surface provenance volcanic CO2 (Mason et al., 2017). With the 65 

exception of the latter, all of these mechanisms are viable but unsatisfying in that they require a 66 

coincidence of processes or extreme temperatures. Evidence of sub-solidus carbonate 67 

dissolution (Frezzotti et al., 2011; Ague and Nicolescu, 2014) has prompted the suggestion that, 68 

by neglecting the solubility of non-volatile elements, early models underestimated the efficacy of 69 

simple decarbonation processes. Previous work (Kelemen and Manning 2015) indicates 70 

dissolution may cause a two-fold increase in the carbon-content of subduction zone fluids, but 71 

does not address fluid production. The models here extend that work by tracking fluid evolution 72 

from the surface to beyond sub-arc depths.  73 

 74 

This paper begins with a generalization of the back-calculation method (Galvez et al., 2015). 75 

The lagged speciation algorithm by which back-calculated results may be integrated into a 76 

Gibbs energy minimization procedure is then outlined and the limitations of the algorithm are 77 



explained. The final major section uses the subduction zone model to illustrate some 78 

technicalities of the method and to explore the consequences of solute chemistry on closed, 79 

open, and infiltration-driven devolatilization scenarios.  80 

2. Back-Calculated Speciation 81 

The term back-calculated speciation designates the calculation of the solute speciation of an 82 

electrolytic fluid under the assumptions of charge balance, equilibrium, known solvent 83 

composition, and specified chemical potentials (Galvez et al., 2015). The partial molar Gibbs 84 

energy of any species can be expressed as 85 

1
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where c is the number of components,j and e are, respectively, the chemical potential of  87 

component j and the electron, and for species i:
i

jn is the molar amount of component j, and 88 

i

en


  is the molar charge, abbreviated hereafter qi. Equation 1 can be rearranged to express e 89 

in terms of the chemical potentials and the properties of charged species i  90 
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Because e- is the same for all species at equilibrium, the partial molar Gibbs energy of any 92 

arbitrarily chosen charged species (gi) can be related to the partial molar Gibbs energy of a 93 

charged reference species (gk) by equating the right-hand-side of Equation 2 for both species 94 
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Rearranging Equation 3, the  partial molar Gibbs energies of any charged species can then be 96 

expressed in terms of the reference species partial molar Gibbs energy and the chemical 97 

potentials of the system 98 
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where i k i

j j jn n n   . In terms of a solute reference state activity model, the partial molar Gibbs 100 

energies in Equation 4 are  101 

 , R lni i i ig g T m    5 102 

where g*,i is the solute reference state molar Gibbs energy, mi is the molal concentration, i is 103 

the activity coefficient, T is absolute temperature, and R is the universal gas constant. Applying 104 

Equation 5 in Equation 4 and rearranging the result  105 
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where  107 
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Substituting Equation 6 into the charge balance constraint for a fluid with s charged solute 109 

species 110 
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yields  112 
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 , 8 113 

which can be solved in the ideal limit (i
1) for mk if the composition of the solvent, which 114 

influences g*,i, is known. The concentrations of the remaining charged species are then 115 

obtained from Equation 6 and those of neutral species from Equation 5.  116 

 117 

In the non-ideal case, additional assumptions are necessary to compute the activity coefficients 118 

in Equations 5, 6, and 8. Regardless of those assumptions, the method is flawed: if the solvent 119 



composition is consistent with the specified chemical potentials, as is the case when the 120 

chemical potentials and solvent composition are obtained by Gibbs energy minimization, then 121 

finite solute concentrations violate this consistency. This flaw has the consequence that, except 122 

in the limit of infinite dilution (mi
0), there is no bulk fluid composition that simultaneously 123 

satisfies Equation 8 and the constraint on the chemical potentials of the system, i.e., there is no 124 

thermodynamically robust relation between fluid speciation and bulk composition. 125 

3. The Lagged Speciation Algorithm 126 

The limitation of simple back-calculated speciation is the absence of a relation between the 127 

calculated solute chemistry and the bulk chemistry of the fluid, which precludes evaluation of 128 

mass balance constraints. To circumvent this limitation, the present work exploits the iterative 129 

aspect of Gibbs energy minimization by successive linear programming (Connolly 2009). The 130 

essential feature of successive linear programming is that an initial result in which the 131 

compositions of the phases are discretized at some specified resolution is iteratively refined until 132 

a desired target resolution has been achieved.  The innovation here is to use a minor 133 

modification of the back-calculated speciation algorithm to estimate the Gibbs energy and 134 

composition of the stable fluid(s). In the initial optimization, the fluid may contain multiple solvent 135 

species (e.g., H2O, CO2, CH4, H2S), but is solute-free. Given the solute-free solvent 136 

composition(s) and chemical potentials obtained in this optimization, the reference state solute 137 

partial molar Gibbs energies are computed, Equation 8 is solved for the concentration of the 138 

reference ion, and Equations 5 and 6 are solved for the concentrations of the remaining solute 139 

species. The solvent mole fractions are then recomputed as 140 
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where t is the total (charged + neutral) number of solute species, r is the number of solvent 144 

species, and h indexes the iteration level. The specific Gibbs energy and bulk composition for 145 

the fluid used in the succeeding iteration are 146 
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where 
0,

i

h is the activity coefficient of solvent species i in the solute-free solvent. Equation 11 149 

ignores the dependence of the solvent species activity coefficients on solute concentration and 150 

is therefore thermodynamically consistent only in the ideal limit (e.g., Wolery 1990). Although it 151 

is not algorithmically required, the inconsistent form is maintained because electrolytic fluid 152 

species activity models are currently poorly constrained. In contrast, molecular fluid equations of 153 

state are capable of predicting species activities in the solute-free solvent with good accuracy 154 

(Prausnitz, 1969). Excepting this inconsistency, and in contrast to simple back-calculation, 155 

iterative application of Equations 11 and 12 reaches a thermodynamically consistent solution 156 

provided the lagged chemical potentials, used to compute the solute molalities i

hm  by back-157 

calculation, converge.  158 

 159 

To distinguish back-calculation during lagged speciation from simple back-calculation (Galvez at 160 

al., 2015), simple back-calculation is defined as the solute species concentrations and fluid bulk 161 

compositions 0

im  and ,1jn , respectively, in Equation 12. 162 



3.1 Algorithmic Limitations 163 

The chemical potentials of all soluble components of a system are necessary to back-calculate 164 

fluid speciation. It follows that a necessary condition for algorithmic feasibility is that any 165 

component represented in the fluid only by solute species must be present in at least one phase 166 

other than the fluid. The nature of this limitation is illustrated schematically (Fig 1) for the CaO-167 

SiO2-H2O system under conditions such that stoichiometric lime (lm; see Table 1 for phase 168 

notation), wollastonite (wo), and quartz (q) are stable solids and the solvent is considered to 169 

consist only of H2O. In simple back-calculation, the chemical potentials of all components are 170 

computed for the solute-free system (Fig 1a). Thus, for any general bulk composition, the 171 

chemical potentials correspond to those of the assemblage lm + wo + water or wo + q + water. 172 

Each of these assemblages yields a fluid (F) composition that may be iteratively refined by 173 

lagged speciation to yield a point on the fluid-saturation surface of the system. In the course of 174 

this refinement, the lm + wo + F and wo + q + F phase fields shrink creating phase fields with 175 

finite area for lm + F, q + F, and F (Fig 1b). The soluble components SiO2 and CaO are not 176 

present in, respectively, lm and q. Therefore, the lagged speciation algorithm becomes 177 

infeasible during iteration for bulk compositions that lie within the lm + F, q + F, and F phase 178 

fields. A consequence of this limitation is that the treatment of elements of geochemical interest, 179 

such as Cl, U, and Au, is only possible if a solid host for the element is stable.  180 

 181 

The presence of the soluble components in the stable solid phases of a system is a necessary, 182 

but not sufficient condition, for algorithmic feasibility. The sufficient condition relates to the 183 

manner in which chemical potentials are determined from the linearized formulation of the Gibbs 184 

energy minimization problem (Connolly, 2009). This relationship is not easily explained, so it 185 

may be helpful to note that the most important manifestation of the sufficient condition is that the 186 

lagged speciation fails if the number of compositional degrees of freedom associated with the 187 



fluid phase increases during iteration. Thus, the lagged speciation will fail for any bulk 188 

composition that lies within the two-phase fields of the CaO-SiO2-H2O phase diagram (Fig 1b) 189 

and, in phase diagram sections as a function of pressure and temperature, the failure condition 190 

usually coincides with a phase boundary across which the number of solid phases decreases.  191 

 192 

In painful detail, the origin of the sufficient condition is that in successive linear programming the 193 

possible compositional variation of any phase is discretized, and the discrete states are treated 194 

as individual phases in the internal representation of the problem. Consequently, any stable 195 

phase assemblage is represented internally as an invariant assemblage consisting of as many 196 

discrete states as the system has components. If the true variance of the phase assemblage is 197 

greater than zero, then the internal representation must include more than one discrete 198 

composition of a stable phase. These internal phases are homogenized to form the true phases 199 

of the final result. The maximum number of internal phases that may represent a single true 200 

phase is equal to the number of independently variable components in the phase (Connolly, 201 

2009). In the case of back-calculated speciation, soluble components in the fluid phase are not 202 

independently variable because they are determined by the coexisting solids; therefore, the 203 

maximum number of internal phases that may represent the fluid in any given assemblage is 204 

equal to the number of solvent components. In the CaO-SiO2-H2O example, as the solids 205 

possess no compositional degrees of freedom and the solvent has only one component, it is 206 

impossible to represent a phase assemblage of < c = 3 phases. Thus, lagged speciation  207 

becomes infeasible during iteration for bulk compositions that lie within the wo + F phase field 208 

even though both solute components are present in wo. 209 

 210 

The CaO-SiO2-H2O example is potentially misleading in that the relationship between feasibility 211 

and variance is specific to the case illustrated. There is no such relationship in general. 212 

However, because any stable phase assemblage is represented internally by an invariant set of 213 



discrete phase states, the example illustrates a general relationship between the bulk 214 

composition and the solid- and fluid-saturation surfaces. Specifically, that the probability of 215 

specifying an infeasible bulk composition approaches zero in the limit that the bulk composition 216 

nears the fluid-saturation surface and approaches unity in the limit that the bulk composition 217 

nears the solid-saturation surface. 218 

 219 

Two calculations illustrate the manifestation of infeasibility conditions quantitatively (Fig 2, see 220 

the Appendix for thermodynamic details). For a system composed of 1 kg H2O + 10 mol SiO2 221 

(Fig 2a) the infeasibility conditions map the solid-saturation surface as a function of pressure 222 

and temperature. The maximum in Si-solubility at high pressure and intermediate temperature 223 

reflects the dominance of ionic species (HSiO3
) at low temperature and molecular species 224 

(SiO2, Si2O4) at high temperature (Manning, 2010; Sverjensky et al., 2014). The change in 225 

solubility mechanism has the consequence that the high-temperature solid-saturation surface 226 

coincides with the 1 molal Si-isopleth for the fluid, whereas the low temperature solid-saturation 227 

surface lies at slightly higher Si-molality because the formation of H-bearing solute species 228 

reduces the solvent mass (H2O). The system composed of 20 mol H2O + 12 mol SiO2 + 0.5 mol 229 

K2O + 1 mol Al2O3 (Fig 2b) illustrates a case where the necessary condition for feasibility is 230 

insufficient, in that all soluble components are present in the stable solids at the limit of the 231 

feasible conditions. In this example, the limit of feasible conditions coincides with the low 232 

pressure boundary of the mu + q + F phase field, analogous to the wo + F field in the schematic 233 

CaO-SiO2-H2O example (Fig 1b). That lagged speciation is feasible in the high-variance melt 234 

phase fields (Mlt + q + F and Mlt + F) demonstrates that the sufficient condition for feasibility is 235 

not directly related to phase field variance. Both examples demonstrate that even in relatively 236 

fluid-rich systems, simple back-calculation may provide accurate solubility estimates and 237 

therefore that the chief benefit of lagged speciation is that it automatically defines phase 238 

changes caused by solubility.   239 



 240 

Although the necessary condition for feasibility is redundant in light of the sufficient condition, 241 

the necessary condition has been discussed because its chemical significance is evident. The 242 

conditions for algorithmic feasibility illustrate problems that arise in fluid-rich systems and raises 243 

the question of whether the rock-dominated limit of Galvez et al. (2015) can be usefully defined. 244 

From a phase equilibrium perspective, the only robust formulation of this limit identifies it as the 245 

fluid-saturation surface, i.e., the conditions at which fluid is stable, but its amount is zero. As 246 

such the limit is unduly restrictive and has no practical utility other than to indicate that back-247 

calculation is likely to be accurate if the fluid mass is small. An alternative formulation of the 248 

rock-dominated limit adopted here is that it corresponds to the conditions at which lagged 249 

speciation becomes infeasible. Within this limit the lagged speciation is unconditionally stable. 250 

4. Devolatilization of Subduction Zone Sediment 251 

To provide a minimal model for subduction zone devolatilization the geotherm (Fig 3) adopted 252 

here represents subduction of a young (40 Ma) slab at a rate of 10 cm/y and a kinematically 253 

prescribed dip of 45 (Rupke et al., 2004). Comparison to the compilation of Syracuse et al. 254 

(2010) suggests that the model sub-arc temperatures are close to the lower limit of plausible 255 

subduction zone conditions. As such, the model maximizes the importance of electrolytic 256 

solutes. Sediment lithologies are heterogeneous; rather than consider this compositional 257 

spectrum, the global average marine sediment (GLOSS; Plank and Langmuir, 1998) 258 

composition is taken to be representative (Table 2). Previous phase equilibrium modeling 259 

(Kerrick and Connolly, 2001a) indicates that the high GLOSS water-content favors 260 

decarbonation at low temperature compared to water-poor carbonate sediments and as such 261 

provides a best case scenario for sub-arc decarbonation. Because the GLOSS average does 262 

not quantify the redox state of iron or carbon, the initial bulk oxygen content is computed under 263 

the assumption that all iron is ferrous and all carbon is present as carbonate, a configuration 264 



identified here as the neutral bulk redox state. In the resulting models, the stability of ferric iron 265 

in low-temperature minerals has the consequence that a small amount of carbonate is reduced 266 

to form graphite at surface conditions and graphite or diamond persists, except in the infiltration 267 

model, as a stable phase at all conditions. Preliminary calculations demonstrated that an 268 

implausible initial ferric/ferrous ratio of ~2.5 would be necessary to completely suppress the 269 

stability of reduced carbon during devolatilization. At the opposite extreme, essentially all the 270 

initial carbon must be reduced to destabilize carbonate. This extreme leads to dramatically 271 

different devolatilization behavior in that at low pressures (< ~1.5 GPa) almost all carbon is 272 

released in the form of a methane-rich fluid, an effect that may be of some interest but 273 

effectively eliminates decarbonation as a mechanism for explaining island-arc carbon 274 

emissions. These considerations suggest that predictions based on the neutral bulk redox state 275 

initial condition are likely to be characteristic of natural conditions and, to a first approximation, 276 

account for the presence of organic carbon in marine sediments (Bebout, 1995). 277 

 278 

Sulfur is an important, but oft neglected, component of subduction zone volatile budgets 279 

(Pokrovski and Dubrovinsky, 2011; Evans et al., 2014; Kagoshima et al., 2015; Canil and 280 

Fellows, 2017). To evaluate the effect of Sulfur, the GLOSS composition (Table 2) was modified 281 

by the addition of 0.1 mol S2/kg. The sulfur is presumed to be accommodated in pyrite (~0.6 vol 282 

%) and the bulk oxygen content reduced accordingly, i.e., the bulk molar O2 content is reduced 283 

by half the molar S2 content. The possibility of the presence of oxidized sulfur in the initial bulk 284 

composition was not considered because in preliminary calculations sulfates were not predicted 285 

to coexist with graphite + carbonate at surface conditions.  286 

 287 

The HKF/DEW data base (Shock et al., 1992; Sverjensky et al., 2014) includes 28 C-O-H-S 288 

solute species. In initial calculations the concentrations of glycolate (C2H3O3
-), glutarate 289 

(C5H7O4
-), and lactate (C3H5O3

-) were implausibly high at all conditions of interest. Accordingly, 290 



these species were not considered in the H2O-solvent model calculations. In mixed-volatile 291 

solvent calculations (the COHS-solvent model), none of the HKF/DEW C-O-H-S organic and/or 292 

molecular solute species were considered, and the solvent was initially treated as a mixture of 293 

H2O, H2, CO, CO2, CH4, SO2, and H2S species. These calculations demonstrated that H2, CO, 294 

CH4, and SO2 had no significant effect on solute speciation or bulk chemistry. The final 295 

calculations considered only the four dominant solvent species (H2O, CO2, CH4, and H2S). 296 

 297 

Results are presented for closed system sediment devolatilization computed by lagged 298 

speciation with the COHS-solvent model. These results are compared to four variants to 299 

illustrate technical differences and to inform understanding of the devolatilization process. 300 

Specifically, the variants, and their purposes, are: 1) simple back-calculation, to contrast the 301 

lagged- and back-calculation methods; 2) H2O-solvent, to illustrate the consequences of the 302 

choice of solvent model on fluid speciation and chemistry; 3) fluid-fractionation, a more realistic 303 

open-system model for devolatilization; and 4) infiltration-driven devolatilization, an effective, if 304 

poorly constrained, mechanism for slab-decarbonation.  305 

 306 

Thermodynamic details of the model calculations and the implementation of the HKF/DEW 307 

formulation are summarized in the Appendix. The computer program and data files used for 308 

these calculations are available at www.perplex.ethz.ch. 309 

4.1 Devolatilization vs Dissolution  310 

The difference between the phase proportions predicted for GLOSS subduction models that 311 

account for both devolatilization and dissolution (Fig 4a) and a model without dissolution (Fig 312 

4b) is surprisingly large. Most notably in the absence of dissolution white mica undergoes no 313 

significant dehydration. In contrast, in the lagged speciation model, mica is almost completely 314 

dehydrated at the maximum pressure, 6.6 GPa, of the profile. Likewise, without dissolution, the 315 



proportions of pyrite and aragonite are approximately constant after dolomite is destabilized at 316 

~5 GPa, but in the lagged speciation model pyrite and aragonite are eliminated by dissolution at 317 

6.4 GPa. The maximum pressure at which phase relations are computed in the lagged-318 

speciation calculation is the point at which the fluid composition becomes so solute-rich that the 319 

rock-dominated limit (Fig 2) is violated.  320 

 321 

Although not easily visible (Fig 4b), the volume of diamond increases ten-fold, to ~0.1%, over 322 

the same interval that aragonite begins to dissolve. From the fluid speciation (Fig 5a), it is 323 

apparent that this phase of diamond precipitation is related to an increase in the concentration 324 

of CaSO4 in the fluid, which forms by the reduction of carbon bound in aragonite. This prediction 325 

is consistent with the observation of sulfate species and solid carbonate in fluid inclusions in 326 

natural subduction zone diamonds (Frezzotti et al., 2011). In calculations not reproduced here, 327 

Aragonite and mica are destabilized at essentially the same conditions for the S-free GLOSS 328 

composition; therefore, this process is not dependent on the stability of aqueous CaSO4 and the 329 

oxidation of pyrite.  330 

 331 

As anticipated by earlier studies (Manning et al., 2013; Galvez et al., 2015), dissolution roughly 332 

doubles carbon-loss during relatively cool subduction (Fig 6a) . In early models of slab-333 

decarbonation (Kerrick and Connolly, 2001ab), closed-system results were used to estimate 334 

carbon-transfer under the assumption that the accumulated fluid is released in a single batch at 335 

sub-arc depth. On a global scale the fluid-mediated mass transfer of element i is 336 

0 0i s i iQ v h N n   13 337 

where vs is the global subduction rate (2.7 km2/y; Plank and Langmuir, 1989), h0 and 0 are 338 

initial thickness and density of the source rock, Ni is the atomic weight, and ni is the number of 339 

moles of element released by a unit mass of the source rock (Fig 6a). For present purposes, it is 340 



assumed that the bulk of the slab carbon is contained in a 1300 m thick section consisting of 341 

800 m of GLOSS sediment (Plank and Langmuir, 1998) and 500 m of hydrothermally altered 342 

basalt (Staudigel et al., 1989). Both lithologies have comparable initial carbon-content (0.7 343 

mol/kg) and density (2600±100 kg/m3) in which case the carbon input by subduction of oceanic 344 

crust is 76 Mt/y, which lies within the range of recent estimates (35-88 Mt/y; Kerrick and 345 

Connolly, 2001a; Dasgupta and Hirschmann, 2010; Kelemen and Manning, 2015). To make a 346 

first order assessment of the global carbon-loss, it is assumed that carbon-loss in the basalt 347 

section is comparable to that computed for GLOSS sediment. Justification for this assumption 348 

follows from the mineralogical similarity of sedimentary and basaltic eclogites (Kelemen and 349 

Manning, 2015). Based on these assumptions the global carbon-loss for batch devolatilization 350 

with (nC = 0.28 mol/kg, Fig 6a) and without (nC = 0.12 mol/kg) dissolution is, respectively, 30.6 351 

Mt/y and 13.1 Mt/y, these values compare with estimates of island-arc carbon emissions (18-55 352 

Mt/y; Kerrick and Connolly, 2001a; Dasgupta and Hirschmann, 2010; Kelemen and Manning, 353 

2015). At face value, this result suggests dissolution resolves the mismatch between carbon 354 

loss predicted by the closed-system model and observed carbon emission. That conclusion is 355 

not justified in light of model uncertainty. Typical sub-arc temperatures may exceed those 356 

estimated here by ~100 K (Syracuse et al., 2010). Such an increase in sub-arc temperature 357 

would increase molecular CO2 solubility five-fold (Connolly, 2005). While electrolytic chemistry 358 

would moderate this increase it is likely that such thermal effects dwarf the effect of dissolution 359 

(Galvez et al., 2016). Thus the criticism that closed-system devolatilization models are 360 

incapable of explaining island-arc carbon emissions is misplaced. The legitimate criticism of 361 

closed-system models for assessing carbon-loss is that the implied batch mechanism for fluid 362 

release is physically implausible.  363 

 364 

Although the closed-system model does not provide a realistic basis for assessment of slab-365 

mantle mass transfer during subduction, such models generally provide an upper limit for mass 366 



transfer effected without the infiltration of externally derived fluids (Kerrick and Connolly, 2001b). 367 

As such, the closed-system model suggests that devolatilization processes have the potential to 368 

deplete K, H and S from subducted sediments, and almost no capacity to effect Fe or Al mass 369 

transfer.  The immobility of Al is at odds with experimental observation (e.g., Tsay et al., 2017) 370 

and may merely reflect the current limitations of the solute-species model (Manning, 2007; 371 

Manning et al., 2010).  372 

4.2 Simple Back-Calculated vs Lagged Speciation 373 

Simple back-calculated speciation (Galvez et al., 2015) assumes the mineralogy and solvent 374 

chemistry obtained by a solute-free phase equilibrium model (e.g., Fig 4b), as such the simple 375 

back-calculated model cannot account for the effects of dissolution on mineral stability. 376 

However, it is appropriate to compare the lagged and back-calculated fluid speciation to assess 377 

the accuracy of back-calculation as an approximation of fluid chemistry. This comparison (Fig 378 

5a) is reassuring in that, at conditions within the rock-dominated regime (i.e., pressure < 6.7 379 

GPa), the simple back-calculated speciation is generally accurate to within a factor of two or 380 

better. Thus, the only prominent disadvantage of simple back-calculation is that it provides no 381 

means of recognizing the conditions at which the assumption of a rock-dominated regime is 382 

invalid.  383 

4.3 H2O- vs COHS-Solvent 384 

Comparison of phase equilibria computed for the H2O- and COHS-solvent models (Fig 4a, Fig 385 

5b, Fig 6b) reveals only minor differences. Both models predict CO2 as the only major C-O-H-S 386 

species (Fig 5b). Of the 25 C-O-H-S solute species considered in the H2O-solvent model, but 387 

excluded from the COHS-solvent model, only formate (HCOO2-) is predicted to be stable at 388 

concentrations in excess of 10-2 m, a prediction consistent with the observation of abiotic 389 

formate as a prominent species in sea-floor hydrothermal systems (Lang et al., 2018).  Although 390 

no molecular C-O-H-S solute species were included in the COHS-solvent calculation, the use of 391 



a mixed-volatile solvent model does not preclude the simultaneous treatment of molecular 392 

volatile solute species. 393 

 394 

From a computational perspective the advantage of the H2O-solvent model is that it is 395 

inexpensive and accurate in the limit of dilute molecular solute concentrations. The chief 396 

disadvantage of the model is that it cannot be used predict phase separation, for example, the 397 

coexistence of H2O- and CH4- or CO2-rich fluids (Fruh-Green et al., 2004). The availability of 398 

molecular equations for mixed-volatile solvents makes the prediction of phase separation 399 

possible; however, in practice, extrapolation of the HKF/DEW formulation to treat non-aqueous 400 

solvents is largely untested.  401 

4.4 Open- vs Closed-System Devolatilization 402 

The open-system model corresponds to Rayleigh fractionation of the fluid phase. This simulates 403 

a scenario in which fluid generated by sediment devolatilization is lost immediately to the mantle 404 

wedge and that the sediments are isolated from any fluids produced at greater depth by 405 

channelized flow. The mass-loss for this model (Fig 6c) is roughly an order of magnitude below 406 

the solute mass present in the fluid for the closed-system model (Fig 6a), yet the fluid speciation 407 

of both models is nearly identical (Fig 5c). Thus the difference between the models is that the 408 

open-system mass-loss reflects solubilities at the time of fluid generation. That mica is refractory 409 

in the open-system model demonstrates that its dehydration in the closed-system model is due 410 

entirely to dissolution. As most fluid generation occurs at low pressure, the open-system mass-411 

loss is dominated by Na and, to a lesser extent, Si and carbonate species.  412 

 413 

The lagged fluid speciation in the closed- and open-system models is virtually identical (Fig 5c) 414 

at pressures below the rock-dominated limit for the closed-system model (~6.7 GPa). The open-415 

system model does not reach this limit because the removal of sulfur from the system stabilizes 416 



the calculation. Comparison of the open-system fluid speciation with that obtained by back-417 

calculation (Fig 5a) illustrates that use of back-calculated results beyond the rock-dominated 418 

limit leads to substantial errors.  419 

 420 

By excluding the possibility of fluid infiltration, the open-system model represents the most 421 

conservative model for subduction zone mass transfer. Based on the assumptions discussed 422 

previously in reference to the closed-system model, Equation 13 yields global carbon losses by 423 

fluid fractionation (nC = 0.05 mol/kg, Fig 6c) of 5.5 Mt/y, of which 1.1 Mt/y is lost at fore-arc 424 

depths at the onset of fluid generation. While the uncertainties are formidable, this result 425 

suggests that indeed a simple devolatilization-dissolution process cannot explain island-arc 426 

carbon emissions in the range 18-55 Mt/y (Kerrick and Connolly, 2001a; Dasgupta and 427 

Hirschmann, 2010; Kelemen and Manning, 2015) and that a fluid-mediated explanation for 428 

these emissions requires that the crust be infiltrated by fluids derived by mantle dehydration.  429 

4.5 Infiltration-Driven Devolatilization 430 

For the subduction zone thermal model adopted here (Rupke et al., 2004), serpentine 431 

dehydration occurs when the slab surface is at pressures between 3.9 and 4.6 GPa (Connolly, 432 

2005). Taking 4.3 GPa as a representative pressure and the metasediment composition 433 

obtained from the open-system model at that condition (Table 2), infiltration-driven mass 434 

transport is assessed under the assumption that fluid released by serpentine dehydration is, and 435 

remains, pure water until it reaches the sediments. This assumption is unlikely to be true for 436 

elements such as Na and Si (Galvez et al., 2016), which are abundant in the igneous crust, but 437 

it is a reasonable first approximation for K and C which are concentrated in the thin (~1300 m) 438 

package of altered basalt and sediment atop the subducted slab (Staudigel et al, 1989; Alt & 439 

Teagle 1999). The thinness of this package is taken as justification for reducing the problem to a 440 

zero-dimensional model. Models in which the fluid is generated within, and infiltrates through, a 441 



subducted metamorphic column are tractable (Connolly, 2005; Gorman et al., 2006), but too 442 

complex for presentation here.  443 

 444 

The initial fluid speciation in the zero-dimensional infiltration model (Fig 7b) is slightly different 445 

from the speciation for the open-system model (Fig 5c) at the same pressure because the 446 

addition of pure water eliminates the small amount of diamond that is ubiquitous in the previous 447 

models and stabilizes oxidized sulfur species (CaSO4, HSO4
-, HSO3

-). The infiltration model 448 

indicates that ~23 mol of water is required to completely decarbonate a kilogram of GLOSS 449 

metasediment (Fig 7c). As serpentinized mantle contains ~13 wt % H2O or 7.2 mol H2O/kg 450 

mantle, this implies a mass of serpentinite ~3.2 times that of the carbon-bearing oceanic crust is 451 

adequate to completely decarbonate the crust. This mass is well within estimates for upper limit 452 

on the extent of mantle serpentinization (Connolly, 2005).  453 

 454 

The elimination of mica and alkali earth elements by the addition of slightly more water than 455 

required for decarbonation leaves lawsonite as the only carrier of water at depths beyond the 456 

conditions of serpentine dehydration. With continued subduction lawsonite would dehydrate (Fig 457 

4), leaving the metasediment completely depleted in alkali earth elements, and hydrogen and, 458 

thereby, refractory to melting. By neglecting the effect of the igneous crust on the chemistry of 459 

mantle derived fluid, the present model likely exaggerates Na-depletion. This model defect is 460 

less likely to be important for potassium, which correlates strongly with hydrogen, because of its 461 

greater solubility and lower absolute abundance in the igneous crust. Thus, the result suggests 462 

an anti-correlation between the efficacy of infiltration-driven decarbonation and slab melting. 463 

Unfortunately, there are many reasons why slab melting (Behn et al., 2011) is sporadic, and 464 

therefore its absence is not an argument for the importance of infiltration-driven decarbonation.  465 

 466 



The complete depletion of C, K, and Na in the infiltration-driven model may seem to contradict 467 

the lagged speciation rock-dominated limit. This is not the case, as in the simple open-system 468 

model, because the elements depleted from the condensed phases are removed from the 469 

system by the fluid.   470 

5. Discussion 471 

The lagged-speciation algorithm derives extraordinary efficiency by using back-calculated fluid 472 

speciation (Galvez et al., 2015) to predict the stable composition of electrolytic fluids during 473 

Gibbs energy minimization. The cost of this efficiency is that the algorithm fails if the predicted 474 

fluid composition is inconsistent with mass balance constraints. While there is no remedy for this 475 

condition, the conditions can be recognized, making it apparent when reformulation of the 476 

solvent model or a more rigorous algorithm (e.g.: Harvie et al., 1987; Karpov et al., 2001) is 477 

required. A limitation of the algorithm related to this failing is that it cannot treat situations in 478 

which an element is present only in the form of a solute species. In the case C, O, H, and S, 479 

which appear both as molecular fluid species and common mineral constituents, this limitation 480 

can be circumvented by reformulating the solvent model to include these elements. Halogens 481 

are more problematic. There are equations of state that describe brines in terms of a solvent 482 

standard state for NaCl (Driesner and Heinrich, 2007; Aranovich et al., 2010; Dubacq et al., 483 

2013), the complication in integrating such equations of state with solute speciation models 484 

such as the HKF is to define a relation between the macroscopic and microscopic NaCl content 485 

and to account for the resulting non-linearity in activity-composition relations. This complication 486 

has not been addressed in the computer implementation of the lagged speciation algorithm. An 487 

alternative strategy for treating undersaturated solute components is to introduce an auxiliary 488 

condition for the solute component mass (Galvez et al., 2016); however, such a strategy 489 

presumes stability of the fluid phase. 490 

 491 



In geochemical implementations of the HKF/DEW formulation, water is the sole solvent and 492 

molecular volatiles and organic species are described by a solute standard state. In contrast, 493 

Galvez et al. (2015) adopted a solvent standard state for the dominant carbonic volatile species. 494 

Both solvent formulations offer advantages in specific situations, in the case of a miscible low 495 

temperature water-rich solvent phase both formulations produce comparable results (Fig 5b). 496 

This agreement deteriorates at higher temperature and, due to the implicit assumption of 497 

Henryian behavior in the solute reference state, leads to underestimation of molecular volatile 498 

solubilities (Galvez et al., 2016).  499 

 500 

Because the primary concern of this paper is methodological, no attempt has been made to 501 

assess the accuracy of the thermodynamic data used for the calculations presented here.  This 502 

data is subject to significant random sources of error, but a bias toward under-prediction of 503 

mineral solubility is inherent in microscopic speciation models due to the existence of 504 

unanticipated species (Manning, 2007; Pokrovski and Dubrovinsky, 2011; Manning et al., 2010; 505 

Tumiati et al., 2017). Sverjensky et al. (2014) demonstrated that the current data is capable of 506 

reproducing experimental solubility data in two-component systems at subduction zone 507 

pressure conditions; however, in systems with chemistry approaching that of natural rocks, 508 

thermodynamic models underestimate the concentrations of Ca, Al, Fe, and Mg by orders of 509 

magnitude (Galvez et al., 2015). Although this error is significant, the absolute concentrations of 510 

these elements, with the probable exception of Al, is small compared to those of the alkali 511 

elements at subduction zone conditions (Tsay et al., 2017).  512 

6. Conclusion 513 

With the aforementioned caveats, accounting for electrolytic fluids does not profoundly change 514 

the efficacy of fluid-mediated carbon-loss during subduction based on classical molecular fluid 515 

models because carbonic molecular species remain prominent, if not dominant, in electrolytic 516 



fluids. The behavior of sulfur is more surprising. At fore-arc conditions S is nearly insoluble and 517 

accommodated primarily as H2S. The present modeling (Fig 5) suggests that sulfur solubility 518 

rises at sub-arc conditions due to the stability of oxidized sulfur species that form by the 519 

reduction of carbonate to diamond (Frezzotti et al., 2011). This rise in solubility is intriguing as a 520 

mechanism for transferring an oxygen excess to the mantle wedge.  521 

 522 

Subduction zone carbon input and output are of the same order of magnitude, but are uncertain 523 

by at least a factor of two (Kerrick and Connolly, 2001a; Dasgupta and Hirschmann, 2010; 524 

Kelemen and Manning, 2015). Thus, there is no compelling argument that slabs must be 525 

completely decarbonated at sub-arc depths. A more important issue is whether it is possible to 526 

reject the null hypothesis that sub-solidus decarbonation is adequate to explain island-arc 527 

carbon emissions. Earlier studies based on a closed-system devolatilization model (Kerrick and 528 

Connolly, 2001ab), which exaggerates the extent of decarbonation, rejected the null hypothesis. 529 

Since that time, sub-arc temperature estimates have increased significantly (Syracuse et al., 530 

2010; Penniston-Dorland et al., 2015) with the result the physically unrealistic closed-system 531 

model can explain island-arc carbon emissions (Section 4.1). Open-system devolatilization 532 

(Section 4.4), the simplest possible physically realistic model, reduces the extent of 533 

decarbonation by an order of magnitude, so that it remains plausible to reject the null 534 

hypothesis. The intent here has not been to deny or advocate any particular alternative 535 

hypothesis, but solely to reexamine the efficacy of infiltration-driven devolatilization. 536 

 537 

Gorman et al. (2006) is often cited to support the contention that infiltration-driven 538 

devolatilization is incapable of explaining island-arc carbon emissions. However, the behavior in 539 

the Gorman et al. (2006) models was influenced by the choice of an anomalously young slab 540 

age. Because the top of subducted slabs is heated rapidly after the slab mantle becomes 541 

detached from the lithosphere (Rupke et al., 2004),  carbon solubility rises to a maximum at 542 



sub-arc depth for typical subduction zone conditions (Connolly, 2005; Galvez et al., 2016; Fig 6 543 

here). Slab age is important in this context because it controls when serpentine dehydration, the 544 

putative source of infiltrating fluid, is released. For subduction models based on a slab age close 545 

to the global average, there is no difficulty in explaining island-arc carbon emissions in terms of 546 

an infiltration-driven scenario for decarbonation (Connolly, 2005). The concern over whether 547 

such models are capable of quantitatively explaining decarbonation is misplaced. Rather, the 548 

weakness of the infiltration-driven scenario is the assumption that large volumes of mantle-549 

derived fluid equilibrates pervasively with the subducted crust. The value of incorporating 550 

electrolytic fluid chemistry in models of infiltration-driven devolatilization is that it offers a 551 

complete geochemical picture of the infiltration process and, thereby, may provide arguments 552 

for the rejection or acceptance of the mechanism. In particular, the present modeling (Section 553 

4.5) suggests that any sub-solidus infiltration event capable of depleting carbon from the 554 

subducted crust would effectively desiccate the crust by potassium depletion and render it 555 

refractory with respect to melting. A critical assumption in this argument is that lawsonite is not 556 

stable on the fluid-absent solidus (cf., Poli, 2015). 557 
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Figure Captions 710 

Fig 1. Schematic phase relations for the H2O-CaO-SiO2 system at a condition such that fluid 711 

and stoichiometric wollastonite, lime, and quartz are the only possible phases (see Table 1 for 712 

phase notation; H2O is taken to be the sole component of the solvent). The fluid saturation 713 

(green) surface bounds bulk compositions at which no fluid is stable and is coincident with the 714 

CaO-SiO2 join; the solid saturation surface (magenta) bounds bulk compositions at which no 715 

solid is stable. In the solute-free system (a), for any general composition, the stable phase 716 

assemblage is either lm + wo + water or wo + q + water. In the solute-bearing system (b), finite 717 

fields must exist for F, F + lm, F + q, and F + wo (gray-scale shading indicates phase field 718 

variance). Lagged speciation is infeasible for bulk compositions that lie within these high 719 

variance phase fields. In (c), the infeasible compositions are indicated in blue if infeasibility can 720 

be established from the necessary condition that the solids of the phase field contain all the 721 

non-solvent components of the system and in red if infeasibility can only be established by the 722 

more general sufficient condition discussed in the text.  723 

 724 

Fig 2. Phase relations calculated as a function of pressure and temperature by lagged 725 

speciation for systems composed of (a) 1 kg H2O + 10 mol SiO2 and (b) 20 mol H2O + 12 mol 726 

SiO2 + 0.5 mol K2O + 1 mol Al2O3 (see Table 1 for phase notation and the Appendix for 727 

thermodynamic details). Heavy solid black lines locate univariant phase fields and thin black 728 

solid lines locate the boundaries of high variance phase fields, gray-scale shading indicates high 729 

variance phase fields mapped by the lagged speciation. The boundaries of the red (mu + q + F) 730 

and blue (F) phase fields are defined by the lagged speciation, but the algorithm is infeasible 731 

within these fields. Blue shading indicates that infeasibility can be established, in this case 732 

trivially, from the necessary condition that the condensed phases contain all the non-solvent 733 

components of the system. The blue/red color coding has the same significance as in Fig 1c. 734 



The condition for infeasibility is sensitive to both the fluid mass and solute concentrations; solute 735 

concentration cannot be independently controlled, but a reduction in solvent mass expands the 736 

range of feasible calculation. The magenta field denotes vapor or vapor-like fluid densities for 737 

which the HKF formalism is not fully parameterized and does not extrapolate plausibly (Shock et 738 

al., 1992). Solid red and blue contours indicate, respectively, total Si and K molality in the fluid 739 

as computed by lagged speciation. Dashed curves and contours indicate phase boundaries and 740 

results obtained by simple back-calculation. Simple back-calculation assumes the solute-free 741 

phase relations (e.g., as in Fig 1a) and can be done regardless of feasibility conditions. Thus the 742 

back-calculated solubility isopleths in the infeasible lagged speciation phase fields are for phase 743 

assemblages (coes/stv + F in (a) and mu + san + q + F) that do not satisfy the mass balance 744 

constraints of the system.  745 

 746 

Fig 3. Geotherm conditions assumed for the subduction zone models (Ruepke et al., 2004). 747 

 748 

Fig 4. Volumetric phase proportions during closed-system devolatilization of the GLOSS 749 

sediment composition (Table 2) computed by (a) lagged speciation and (b) without taking into 750 

account dissolution. The lagged speciation results compare the COHS-solvent model (solid 751 

curves) and the H2O-solvent model (dashed curves) commonly assumed in applications of the 752 

HKF/DEW formalism. The fields for small amounts of graphite, potassium feldspar, 753 

clinoamphibole, and pumpellyite, which are stable at low pressure, are not labelled.  Mineral 754 

proportions (not shown) computed for the open-system devolatilization model are essentially 755 

identical to those obtained by neglecting dissolution. Phase notation and solution models are 756 

summarized in Table 1.  757 

 758 

Fig 5. Fluid speciation in various models for the devolatilization of the GLOSS sediment 759 

composition. (a) Closed-system devolatilization with the COHS-solvent model, comparing the 760 



lagged (solid curves) and simple back-calculated (dashed curves) speciation. (b) Closed-system 761 

devolatilization using lagged speciation, comparing the COHS- (solid curves) and H2O-solvent 762 

(dashed curves) models. (c) COHS-solvent using lagged speciation, comparing open- (diamond 763 

symbols) and closed-system (solid curves) devolatilization. In simple back-calculation, fluid 764 

speciation is calculated post-hoc from the solute-free phase equilibrium model (Fig 4b), thus the 765 

phase proportions and fluid composition violate mass balance. Nonetheless, the back-766 

calculated speciation is accurate to within a factor of two within the rock-dominated limit (i.e., at 767 

pressure < ~6.7 GPa).  768 

 769 

Fig 6. Mass present in, or removed by, the fluid generated during devolatilization of 1 kg of 770 

GLOSS sediment in various models. (a) Closed-system: COHS-solvent, lagged speciation (solid 771 

curves) vs COHS molecular fluid (dashed curve for C). (b) Closed-system, lagged speciation: 772 

COHS-solvent (solid curves) vs H2O-solvent (dashed curves). (c) Open-system: COHS-solvent 773 

(diamond symbols) vs COHS molecular fluid (circular symbols for C); symbols indicate the 774 

points along the subduction path at which fluid was generated. In closed-system models, the 775 

mass of a component present in the fluid may decrease with pressure due to changing 776 

solubility; in the open-system model, mass loss is irreversible. 777 

 778 

Fig 7. Phase proportions (a), fluid speciation (b), and mass loss (c) for the infiltration-driven 779 

devolatilization model. Phase notation and solution models are summarized in Table 1.  780 

  781 



Tables 782 

 783 

Table 1. Mineral notation, formulae and solution model sources (1 - Green et al., 2016; 2 - 784 

Holland and Powell, 1998; 3 - Fuhrman and Lindsley, 1988; 4 - Chatterjee and Froese, 1975; 5 - 785 

Green et al., 2007). Abbreviations for non-stoichiometric phases are capitalized. See Appendix 786 

for condensed phase and fluid species thermodynamic data sources.  787 

 788 

Symbol Solution Formula  Source 

Amph clinoamphibole Ca2(y+u+v)Nau+2(w+z)[MgxFe1–x]7–3u–2v–

4(w+z)Fe2zAl4y+3v+2wSi8(y+v)O22(OH)2 

1 

als aluminosilicate Al2SiO4  

arag aragonite CaCO3  

cc calcite CaCO3  

coe coesite SiO2  

Cpx clinopyroxene Nay+w[CaMgxFe1–x]1–y–wAlyFewSi2O6 5 

Dol dolomite CaMgxFe1-x(CO3)2 2 

F fluid   

Fsp feldspar KyNaxCa1–x–yAl2–x–ySi2+x+yO8 3 

Grt Garnet [FexCayMg1–x–y]3[Fe1–vAlv]2Si3O12 1 

ky kyanite Al2SiO5  

law lawsonite CaAl2Si2O6(OH)2  

Lm lime CaO  

M magnesite MgxFe1-xCO3 2 

Mlt melt   

Ms mica KxNa1–x[Mg1-vFev]yAl3-ySi3+yO10(OH)2 4 

mu muscovite KAl3Si3O10(OH)2 1 

Pu pumpellyite Ca4MgxFe1–x[FeyAl1-y]5Si6O21(OH)7 ideal 

q quartz SiO2  

san sanidine KAlSi3O8  

stlb stilbite CaAl2Si7O11(OH)14  

Stlp stilpnomelane K0.5[Mg1–xFex]5Al2Si8O18(OH)12.5 ideal 

stv stishovite SiO2  

wo wollastonite CaSiO3  



Table 2. Average subducted sediment composition (GLOSS, Plank and Langmuir, 1989). The 789 

GLOSS composition has been modified by the addition of sulfur corresponding to the presence 790 

of ~0.1 volume % pyrite, the original O2-content has been recomputed so that the bulk 791 

composition is redox neutral. The metasediment composition is the bulk composition obtained at 792 

4.3 GPa from the GLOSS composition by open-system devolatilization (Fig 6c). 793 

 794 

 Initial GLOSS Sediment Metasediment at 4.3 GPa 

 mass fraction, % mol/kg mass fraction, % mol/kg 

H2 0.823 4.085 0.197 0.978 

C 0.824 0.686 0.847 0.706 

Si 27.621 9.835 29.317 10.439 

Al 6.369 2.360 6.802 2.521 

Fe 4.112 0.736 4.392 0.786 

Mg 1.520 0.625 1.623 0.668 

Ca 4.285 1.069 4.551 1.135 

Na 1.809 0.787 1.804 0.785 

K 1.735 0.444 1.798 0.460 

O2 50.578 15.806 48.322 15.101 

S2 0.323 0.101 0.345 0.108 

 795 
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